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Abstract

We describe a framework that explicitly reasons about
data association and combines estimates to improve track-
ing performance in many difficult visual environments.
This work extends two previously reported algorithms: the
PDAF, which handles single-target tracking tasks involving
agile motions and clutter, and the JPDAF, which shares in-
formation between multiple same-modality trackers (such
as homogeneous regions, textured regions, or snakes). The
capabilities of these methods are improved in two steps:
first, by a Joint Likelihood Filter that allows mixed tracker
modalities when tracking several objects and accommo-
dates overlaps robustly. A second technique, the Con-
strained Joint Likelihood Filter, tracks complex objects as
conjunctions of cues that are diverse both geometrically
(e.g., parts) and qualitatively (e.g., attributes). Rigid and
hinge constraints between part trackers and multiple de-
scriptive attributes for individual parts render the whole
object more distinctive, reducing susceptibility to mistrack-
ing. The generality of our approach allows for easy appli-
cation to different target types, and it is flexibly defined for
straightforward incorporation of other modalities.

1 Introduction

Traditionally, the emphasis in framing visual tracking
problems has been on estimation [12]. Given a sequence
of images containing the object that we wish to represent
concisely with a parametric model, an estimator is a proce-
dure for finding the parameters of the model which best fit
the data. Most of the image data is typically irrelevant, so
if the object’s image projection can be unambiguously dis-
criminated from the rest of the image, it is segmented and
used exclusively for estimation.

Under real world conditions, it can be difficult to accu-
rately identify an object’s image projection because visual
phenomena such as agile motion, distractions, and occlu-
sions interfere with—”disturb”—estimation. We define ag-
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ile motion as a sustained object movement that exceeds a
tracker’s dynamic prediction abilities. Its occurrence un-
dermines the estimation process because it renders the pu-
tative location of the object’s image projection uncertain,
complicating efficient segmentation. A further obstacle to
clear-cut segmentation is a distraction, or another scene el-
ement which has a similar image appearance to the object
being tracked. Finally, occlusion results when another scene
element is interposed between the camera and the tracked
object, blocking a portion of the object’s image projection.
All of these factors may bias estimation with bad or miss-
ing data; in the worst case, a tracker can lose the target al-
together because of them. When tracking multiple similar
and/or interacting objects, distractions and occlusions can
be particularly problematic.

Clearly, accommodating the visual interactions between
single objects and distracting backgrounds as well as among
multiple objects requires a combination of both estimation
and correspondence. By “correspondence” we mean some
process for determining what image data to properly asso-
ciate with an object being tracked and therefore to base the
estimation process on. In previous work [14] we adapted
to vision two existing data association methods: the Proba-
bilistic Data Association Filter (PDAF) and the Joint Prob-
abilistic Data Association Filter (JPDAF) [1]. Our imple-
mentations of the PDAF and JPDAF improved tracking per-
formance over standard nearest-neighbor versions of the the
Kalman filter for certain classes of visual disturbances: ag-
ile single targets with transient distractions and multiple
similar (but not overlapping) targets, respectively.

In this paper, we first present a new joint target tracking
algorithm, the Joint Likelihood Filter (JLF), which is based
on the principles behind the JPDAF but allows for tracked
objects to overlap one another and deduces their depth or-
dering from the image when possible. We also extend the
JLF to permit tracked objects to be defined as combinations
of geometric parts and qualitative modalities (color, shape,
texture, etc.) and therefore more distinctively. This method,
the Constrained Joint Likelihood Filter (CJLF), tends to
mitigate the effect of distractions and occlusions by diversi-
fying the data that estimation is based on and lessening the
ambiguity of correspondences.
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As our algorithms are based on the Kalman filter, they
work with point-like measurements rather than directly on
images. A precursor to both algorithms which we describe
here is therefore a sampling process for segmenting and
summarizing a discrete set of image areas that resemble the
target (where the similarity metric depends on the modal-
ity used for tracking). The term “measurement” thus serves
as a convenient shorthand for coherent subsets of the image
data that may be used for state estimation, and data associ-
ation serves to weight the influence of these alternatives.

2 Background

At time t, let the state Xt ∈ W represent the current esti-
mate of the tracked object’s salient parameters, or state, and
let It = It, It−1, . . . be the sequence of images observed so
far. Under the Bayesian paradigm, a MAP tracker estimates
a state that maximizes p(Xt |It). Applying Bayes’ theorem
and rearranging yields the following expression [1]:

p(Xt |It) = ktp(It |Xt)p(Xt |It−1) (1)

Here p(Xt | It−1), which summarizes prior knowledge
about Xt, is a prediction based on the previous state
estimate and knowledge of the object’s dynamics. As-
serting that object dynamics are such that states form a
Markov chain [5] obtains p(Xt | It−1) =

∫
Xt−1

p(Xt |
Xt−1)p(Xt−1 |It−1).

Dropping time indices for brevity, p(I |X) describes the
probability of observing a particular image at time t given
the current state. We call this the image likelihood. The
image likelihood depends on the physics of image forma-
tion and intervening noise [6]. Let π be an image predic-
tion function describing the expected image projection of
the target given a particular state. If they are not explicitly
included in X, assumptions must be made in π about light-
ing, occlusions, background, object reflectance properties,
camera variables such as focal length, etc.

The bases for p(I |X) are the form of the predicted target
image projection π(X) and the method for quantifying the
similarity of the image I to that prediction. Both of these
depend on what we call the modality used to identify the
object. A modality is a visual attribute such as shape, color,
direction of motion, etc. that might constitute a tracker’s
complete description of its target. The three modalities
used in this paper—homogeneous (color) regions, textured
regions (SSD patches [8]), and snakes [3]—are explicated
as modalities in [15]. In non-vision tracking domains such
as radar [1], finding peaks in p(I | X) as a measurement-
generating precursor to the Kalman filter is fairly simple. A
target might be simply a bright point on a dark background,
so thresholding alone quickly segments out high-likelihood
hypotheses for the target location. Generating visual tar-
get measurements, however, is usually more difficult than

thresholding and requires more information than just im-
age location. Possible measurement parameters include ge-
ometric characteristics such as the location of the area’s cen-
ter and its height, width, and orientation. These parameters
define a measurement space Z such that a point Z ∈ Z is
related to a state X via a continuous measurement function
H(X) = Z. The measurement function may simply reduce
the dimensionality of X by dropping its temporal parame-
ters, or describe a more complicated relationship between
what is measured and what is estimated.

Randomized methods such as the factored sam-
pling approach of the Condensation algorithm [5] have
proven successful at finding nonlocal maxima of multi-
modal image likelihoods. Accordingly, we use a measure-
ment generation method which we call measurement sam-
pling which is adapted from factored sampling but retains
the notion of locality around a single predicted state. Intu-
itively, we sample points in state space from the prior distri-
bution on the state p(X), compute their image likelihoods
p(I | X), throw away all but the top fraction, and derive
the measurement parameters of what remains. Specifically,
N samples are taken from a normal distribution with co-
variance ΣW in the target’s state space W centered on its
current predicted state X̂. p(I | X) is computed for each
sample by scoring the degree of fit between the hypothe-
sized target and the current image. Finally, a winnowing
step sorts the samples by their likelihoods and keeps only
the n most likely ones (n � N ) for input to the tracking
filter. These samples may be “improved” by hill-climbing
them using conjugate gradient ascent or Powell’s method
[12].

3 Joint Likelihood Filter

When there are multiple objects, the form of Eq. 1
becomes more complicated. Assuming conditioning on
previous images and letting XT = X1, . . . ,XT , we
have: p(XT | I) = kp(I | XT )p(XT ). The JPDAF
works by assorting logically feasible correspondences be-
tween targets and measurements. However, it assumes
that the first term on the right hand side, which we
call the joint image likelihood, can be factored as p(I |
XT ) = p(I | X1) · · · p(I | XT ). Evaluating im-
age likelihoods independently is an approximation that
tends to break down when targets abut or overlap because
this is exactly when their appearances become dependent
on one another. To track objects more accurately, p(I |XT )
must at least consider the ordering of the depths, relative to
the camera, of the tracked objects. Knowing which object
is in front of which when they overlap is the key to properly
predicting the image’s appearance π(XT ) from the objects
jointly. The JLF attempts to accomplish this by formulating
different hypotheses of target orderings and picking the one
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which makes the current image most likely.

3.1 Joint Measurement Process

The first step in the JLF’s joint measurement process
generates N joint samples. A given joint sample XJ

i , 1 ≤
i ≤ N , is built from T component samples Xj , 1 ≤ j ≤ T ,
each generated by one of the trackers in its state space W j

as described in Section 2. The component samples are then
stacked to get a joint sample: XJ

i = (X1, . . . ,XT )T .
The second step for each joint sample is to pick the

most likely depth ordering of its T component samples.
To do this, all permutations of depth orderings are enu-
merated, tagging each component sample with a depth or-
der index in the process. Different depth orderings of non-
overlapping component samples are visually equivalent, in-
ducing equivalence classes of depth orderings, so we auto-
matically eliminate all but one representative of each class.
Let DXJ

i
= {d1, . . . ,dK

XJ
i

} be the set of visually dis-

tinct depth order permutations of joint sample XJ
i . For effi-

ciency, we only do gradient ascent on the most likely depth
ordering di of each joint sample (a joint image likelihood
objective function is described in the next subsection) rather
than all of them. Finally, the most probable of all of the
joint samples XJ

i is selected and converted to a joint mea-
surement ZJ . The componentmeasurements Z1, . . . ,ZT of
ZJ are then plugged into Kalman filters for their associated
trackers.

An example of a joint sample comprising a textured re-
gion and a snake is shown in Figure 1(a). The textured re-
gion is tracking a chess pawn and the snake is tracking a
knight. Since there are two overlapping component samples
in the joint sample of the chess example referred to above,
there are two depth ordering hypotheses. Hypotheses corre-
sponding to the pawn in front of the knight and the knight
in front of the pawn are represented in Figure 1(b) and (e),
respectively.

3.2 Joint Image Likelihood

To evaluate the likelihood of a particular joint sample
XJ and its depth ordering DXJ , the probabilities of its
component samples are computed jointly. A key differ-
ence between this operation and the independent approach
of single-object trackers is our ability to predict occlusions
between objects. When one object is hypothesized to be
in front of another, expectations about the occluded ob-
ject’s appearance change. Trackers of snakes will not expect
edges where they are blocked from view, homogeneous re-
gion trackers will not expect occluded pixels to fit the color
model, and so on. Specifically, DXJ allows us to mask
[7, 16] occluded portions of objects such that the occlud-
ing objects take precedence in the formation of a jointly

(a) (h) (i) (j)

(b) (e)

(c) (f)

(d) (g)

Figure 1. JLF depth orderings. (a) Joint
measurement; (b) 1st depth ordering; (c) 1st
knight mask; (d) 1st pawn mask; (e) 2nd depth
ordering; (f) 2nd knight mask; (g) 2nd pawn
mask; (h) Pawn reference image; (i) 1st pawn
comparison image; (j) 2nd pawn comparison
image.

predicted image π(X1, . . . ,XT ). Pixels predicted to be ob-
structed are ignored and those predicted to be visible are
matched normally.

A basic technique of the independent image likelihoods
(details of the formulae for homogeneous regions, etc. are
given in [15]) is to compute a mean match value ψ over
the extent or around the perimeter of the object. Under the
JLF, the set of masks {Mj} is used to modify this technique
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for two reasons. First, some pixels are erroneously counted
more than once by single-object trackers when tracked ob-
jects overlap; each pixel should only be used as evidence
by one tracker. Second, the masks are used to try to en-
sure that each pixel is counted by the correct tracker. An
approach that meets these criteria only counts target pixels
that are predicted to be visible in the calculation of that tar-
get’s mean match value. The masking procedure induced
by DXJ outputs a binary mask Mj the size of the image
I for each target tj . Mj(x, y) = 1 indicates that the im-
age pixel I(x, y) comes from target tj and Mj(x, y) = 0
indicates that the pixel belongs to either another object or
the background. Mknight is shown for the two depth order-
ing hypotheses of the chess example in Figure 1(c) and (f).
Mpawn is shown for those two hypotheses in Figure 1(d)
and (g).

For a textured region tj , only those interior pixels (x, y)
for which Mj(x, y) = 1 contribute to the mean match
value. That is, portions of the region’s interior that are not
visible do not have a match value computed and are sub-
tracted from the effective area. This method is illustrated
for the textured-region pawn of the chess example in Fig-
ures 1(h),(i), and (j). Figure 1(h) shows the reference im-
age for the pawn. Figures 1(i) and (j) show the comparison
images for the hypotheses that the pawn is in front of and
behind the knight, respectively. In the latter case, the nearer
knight masks out the area of pixels shown in blue. For ho-
mogeneous regions, the central area is handled in the same
fashion as textured regions, but the inhibitory frame is not in
the mask Mj of the tracker. Rather, only those pixels (x, y)
in the inhibitory frame for which M i(x, y) = 0 for all i �= j
are counted. The same method is also used for snakes: only
edges found at locations (x, y) such that Mi(x, y) = 0 for
all i �= j are considered. Finally, any pixels in the interior,
frame, or on the normals of an object that are also outside
of the image are treated as masked out.

It is also important to guard against interpreting an object
as being completely occluded when there is image evidence
for its visibility. This problem can be avoided by classifying
visible pixels as either positive or negative evidence for the
hypothesis that the target is in a certain state, and putting
masked pixels in a third, neutral category rather than ignor-
ing them. What makes a pixel a match, or positive evidence
instead of negative, is fundamentally a threshold Υ in ψ. To
quantify this approach, matching pixels are assigned a value
of 1, non-matching pixels a value of −1, and masked pixels
get 0. Measurements with more corroborative evidence are
assigned higher likelihoods than those with no or negative
evidence by using the sigmoid function on the sum of the
pixel match values.

Specifically, we replace the independent image likeli-
hoods p(I | X) for homogeneous and textured regions and
snakes (derived in [15]) with component image likelihoods

pJ(I |Xj). For textured regions, we have:

pJ
tr(I |Xj) = sig (

∑
x,y∈IR

a(x, y) · ψJ
tr (x, y)) (2)

a(x, y) is the fraction of the reference patch IR’s area rep-
resented by the pixel at (x, y) and

ψJ
tr (x, y) =




1 if Mj(x, y) = 1 ∧
(IR(x, y) − IC(x, y))2 ≤ Υtr

−1 if Mj(x, y) = 1 ∧
(IR(x, y) − IC(x, y))2 > Υtr

0 otherwise

(3)

where IC is the comparison patch in the current image. The
component image likelihood’s form is analogous for homo-
geneous regions and snakes; we omit them due to space lim-
itations. More details are in [13].

Let the joint tracker, which has T component trackers,
consist of a set H of homogeneous region trackers, a set T
of textured region trackers, and a set S of snake trackers
such that T = |H| + |T | + |S|. The image likelihood of
the joint sample XJ is simply the product of the component
likelihoods: pJ(I |XJ ) =

∏
tj∈H pJ

hr(I |Xj)
∏

tj∈T p
J
tr(I |

Xj)
∏

tj∈S p
J
s (I |Xj).

4 Constrained Joint Likelihood Filter

We have observed that the more an object is occluded
or the better a distracting background feature matches an
attribute used for tracking, the more severe the deteriora-
tion of accuracy and the greater the chance of outright fail-
ure of a PDAF/JPDAF tracker. The approach of the CJLF
to the problem of persistent distractors is to try to reduce
their incidence, and hence their influence, by defining a tar-
get as a conjunction of parts and/or attributes. A tracker
with weak discriminatory power can often overcome diffi-
cult image conditions because of the constraints imposed
by its linkage to other trackers. These force consideration
of the entire ensemble of parts and attributes simultaneously
when interpreting the image, helping to rule out incorrect
alternatives.

A linkage between targets means that they are parts of
some larger object, and that their states are therefore not in-
dependent. This disallows the decomposition of the joint
state prior p(XT ) = p(X1) · · · p(XT ) that is a vital step in
both the JPDAF and JLF. As with the joint image likelihood
pJ(I | XJ ) in the previous section, we need a more com-
plex formulation of p(XT ) that takes into account the inter-
actions between objects by describing how multiple linked
objects influence one another’s states.
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The key idea behind the CJLF is an elaboration of one of
the most basic kinds of constraints: limitation of the num-
ber of parameters in an object’s state, which in turn reduces
the size of its measurement space. We already use this form
of constraint for atomic trackers when we analyze the ob-
ject, the tracking task, and the visual environment in order
to decide what geometric parameters to estimate. To do oth-
erwise only provides the tracker with an opportunity to mis-
track along extraneous state dimensions.

The compositional primitives used by the CJLF are
based on intuitive physical relationships such as rigid
links, hinges, and fixed depth orderings. Given a set
of parts or attributes with unconstrained state spaces
W1, . . . ,WT , these rules serve as a guide for par-
ing them down to their minimal, constrained forms:
W ′

1, . . . ,W ′
T . If the paring removes all degrees of freedom

of a tracker, its state space becomes empty. Image process-
ing is still performed for that tracker, however, for its con-
tribution to the joint image likelihood.

For purposes of implementation, the CJLF alters the
method of obtaining geometric image processing parame-
ters necessary to calculate the image likelihood (such as
scale, position, orientation, etc.) whether or not they ap-
pear in the state. Let each target tj have a measurement key
Kj (detailed in [13]). Previously the domain of each func-
tion in Kj was Wj ; we now extend it to the joint state space
WJ . This allows us to refer to the component measurement
geometric parameters of any target ti to define tj’s com-
ponent measurement geometric parameters. The effect of
this reduction in the joint state space is to alter the JLF so
that it considers only those joint state samples which sat-
isfy the constraints, allowing their joint probabilities to be
computed normally. Sampling and hill-climbing can then
be used as in the previous section while still meeting the
conditions on part relationships.

4.0.1 Constraint Types

Rigid link constraints The simplest kind of constraint be-
tween measurements is a rigid link. A rigid link between
two objects t1, t2 implies that t2’s current geometric param-
eters are completely determined by their initial values and
t1’s current values—it has no state or measurement space
of its own. Its only function is to contribute to the calcula-
tion of the joint image likelihood p(I |X1,X2). Therefore
t2 does not use a Kalman filter to estimate its own state;
its purpose is as an adjunct that makes t1 a more complex
visual object. We denote the rigid link transformation that
takes the geometric parameters of object i to those of object
j as a function Ri,j . Thus, K2 = R1,2(K1) (see [13] for a
detailed derivation).

It is straightforward to generalize a two-part, rigidly-
constrained joint object to a T -target system. T rigidly-

(a)

(b) (c)

Figure 2. JLF vs. PDAF: Tracking crossing
textured regions. (a) Frame 0 for both track-
ers; (b) PDAF frame 200; (c) JLF frame 200.

linked parts can be modeled by treating them as T − 1
linked pairs, every one of which includes target t1, such
that Ki = R1,i(K1).

Hinge constraints A more complex constraint is a hinge,
which is like a rigid link but with an angular degree of free-
dom granted to the second object; the axis of rotation is de-
termined by the initial image location of the hinge: x̄h, ȳh.
The hinge transformation between objects i and j is denoted
by Hi,j .

We can also extend the idea of a single hinge constraint
to a chain [4] of T parts connected in sequence by T − 1
hinges. Let C be a chain consisting of T hinge-connected
parts: C = (t1, . . . , tT ). We can specify the constraint on
each part along C inductively: if the first and second links
t1, t2 are defined by the two-part system introduced above,
then the state of the ith part for i > 1 is Xi = (φi) and its
measurement space is Zi = Φ. Given the measurement key
K1 of the first part t1, the measurement key of the ith part t i
is given by Ki = Hi−1,i(Hi−2,i−1(. . .H1,2(K1) . . .)). By
writing Hi−1,i(Ki−1), the calculations that lead to Ki−1

are assumed.

Depth constraints Another useful kind of constraint relates
to depth. When there is an expectation that some subset
of the objects being tracked will not occlude one another,
we can collect them into a depth group. Objects in the
same depth group are not masked against one another dur-
ing computation of the joint image likelihood. The primary
purpose of depth groups applies to tracking an object with
multiple attributes. Since attributes represent qualities of
a physical object rather than the object itself, multiple in-
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Figure 3. JLF (frames 0, 40, and 80). Deducing the occlusion relationship between a textured region
and snake.

stances can be “layered” onto a single object without af-
fecting the visibility of any of them. When a person’s face,
for example, is tracked by both a textured region tracker (to
capture appearance) and a homogeneous region tracker (for
skin color), the two trackers are members of the same depth
group.

5 Results

Here we give some results for the JLF and CJLF. Input
sequences are MPEGs.

5.1 Tracking Objects Jointly

The JLF’s superiority over single-object trackers at fol-
lowing crossing objects is illustrated in Figure 2. In this ex-
ample, two airplanes flying in close formation are tracked
using textured regions as they overlap and then separate.
The planes scale, translate, and rotate, so the state of each
tracker is X = (x, y, φ, s), making measurement space
Z = X × Y × Φ × S. For comparison, PDAF trackers as-
signed to each plane select the best 5 of 250 samples, where

the state sampling covariance is ΣW =
( 50 0 0 0

0 50 0 0
0 0 0.02 0
0 0 0 0.01

)
.

Each of these samples is then improved using Powell’s
method. The JLF tracker improves the best 5 of 250 joint
samples (using ΣW for each component sample of the joint
sample) using Powell’s method on the joint image likeli-
hood; the best of these is used to update the state.

The PDAF plane trackers are attracted by the two nearby
matching features in the image as they merge. When the
two planes separate, both trackers may follow the same fea-
ture, resulting in mistracking. By calculating image likeli-
hoods jointly, the JLF tracker separates properly because of
its probabilistic preference for an interpretation that there
are two visible objects over an interpretation that one visi-
ble object completely occludes the other. The random sam-
pling technique for measurement generation is vital because

even using the joint image likelihood, a pure gradient ascent
tracker can get stuck in a local minimum as the planes sepa-
rate. The nonlocality of random sampling allows the track-
ers to jump out of suboptimal states as the planes separate
unambiguously.

The JLF’s ability to infer the depth ordering of tracked
objects is illustrated in Figure 3. A white pawn chess
piece is tracked by a textured region as it moves behind a
white knight, which is tracked by a snake; both have state
X = (x, y, ẋ, ẏ), making each component’s measurement
space Z = X ×Y . Measurement generation uses pure gra-
dient ascent with Powell’s method. A tracker’s outline, nor-
mally colored, is drawn in gray when the most likely depth
ordering indicates that it is partially occluded. The fact that
the pawn is behind the knight during the middle section of
the tracking sequence is correctly deduced.

5.2 Tracking Objects with Constraints

Now suppose we want to track the pawn from the pre-
vious example without knowing about the knight. Using
a JLF tracker consisting solely of a homogeneous region
initialized as shown in frame 0 of Figure 4(a), the state is
X = (x, y), making measurement space Z = X × Y . The
single most likely of 50 samples from a sampling covari-
ance of ΣW =

(
50 0
0 50

)
is improved with Powell’s method.

This approach fails because the untracked white knight fits
the color model well and attracts the pawn strongly. The
fundamental problem is the presence of a strong, persistent
peak due to the knight in the homogeneous region’s image
likelihood that is not expected by the JLF tracker.

Tracking the pawn in a similar fashion with a snake alone
yields better results because ps(I |X) has only one promi-
nent extremum rather than two. This quantifies our intuition
that shape is a better cue for this task than color. Without
knowing ahead of time which modality, if any, is sufficiently
distinctive for successful tracking, a prudent strategy is to
use multiple attributes simultaneously. The conjunction of
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(a) (b)

Figure 4. Multi-attribute CJLF (frames 0, 50,
and 100). (a) JLF homogeneous region
tracker is distracted by the white knight; (b)
CJLF homogeneous region and snake tracker
overcomes the distraction.

color and shape in one depth group results in a joint image
likelihood pJ(I | XJ ) with peaks only where both likeli-
hoods phr(I | X) and ps(I | X) have peaks, reducing dis-
tractions. Formally, we utilize the pawn’s color and shape
simultaneously by modeling it with two rigidly-linked at-
tributes: a homogeneous region and a snake with coincident
centers. The pawn’s joint region-snake tracker follows the
same regime of hill-climbing on the single best of 50 sam-
ples as the single-attribute trackers above. As Figure 4(b)
shows, this constrained formulation permits the pawn to be
successfully tracked when the homogeneous region alone
fails.

A more complicated situation which shows the advan-
tage of the CJLF over the JLF is shown in Figure 5. Here
we want to track a person’s hand and forearm as homoge-
neous regions while they shake hands with another person,
who is not tracked. Each component (i = 1, 2) of the JLF
tracker has a state of the form Xi = (xi, yi, φi, ẋi, ẏi, φ̇i)
with measurement spacesZ1 = Z2 = X×Y ×Φ. Acceler-
ations during the handshake are too large for pure gradient

tracking, so each component tracker selects the best 1 of 50

samples, where ΣW =
( 50 0 0

0 50 0
0 0 0.02

)
and hill-climbs it using

Powell’s method. Despite these measures, the hand tracker
mistracks when its target is in close proximity to the other
person’s hands, and the forearm tracker erroneously slides
along the sleeve.

These shortcomings can be eliminated with a hinge con-
straint joining the hand and forearm trackers at the mid-
points of their abutting short sides. The state of the forearm
tracker remains the same, while the hand tracker is reduced
to one degree of angular freedom. Adopting this approach
prevents the hand and forearm trackers from floating apart;
relatively higher joint image likelihoods keep the hinge at
the sleeve-hand border. The result is that during the period
of ambiguity when the two hands are clasped, a realistic in-
terpretation of the situation is maintained and tracking pro-
ceeds correctly after the hands separate.

6 Related Work

Most of the previous work on tracking complex objects
has not explicitly tackled the data association issue. One
line of primarily motion-based tracking work has avoided
the problem through a differential approach. For example,
Yamamoto et al. [17], tracked in-plane articulated move-
ments of a human arm by relating arm motion to image
change via the Jacobian and solving the brightness equation
using least-squares. Basu et al. [2] used a similar technique
to recover 3-D head motion parameters, and other assem-
blages of body parts have been tracked in [16, 11, 10, 4].
These efforts are closer to pure estimation, rather than the
simultaneous problem of estimation and explicit label as-
signment that we focus on.

The Condensation algorithm [5] combats clutter by
maintaining a set of hypotheses about associations and re-
solving them over time. It uses random sampling as well,
but does not have an explicit notion of state. Rather, the
samples must be queried to obtain one. The suggested query
procedure does not work well when the image likelihood
is multimodal, and the authors note that a more sophisti-
cated “mode finder” is necessary. This is essentially what
our measurement generation algorithm of Section 3.1 im-
plements.

The difficulties arising from mutual occlusions among
tracked objects have been addressed for flexing human fin-
gers in [16] and cars on a highway in [7]. The essential
idea of both approaches was to mask out the occluded part
to prevent it from claiming the measurement generated by
the occluding part. In each case, 3-D information was avail-
able in order to predict which part was occluded, though re-
cently an image-based, occlusion-handling extension to the
Condensation algorithm for snakes was described in [9].

7



(a) (b)

(c) (d)

Figure 5. CJLF with geometric constraints.
(a) Frame 0: homogeneous region trackers
on hand and forearm; (b) Frame 260: hand
color similarity; (c) Frame 260: single-object
hand tracker is distracted by other person’s
hand; (d) Frame 260: hinge constraint im-
posed by CJLF permits accurate tracking of
the hand.

7 Conclusion

This paper’s primary contribution is its demonstration
of the importance of reasoning about correspondences be-
tween trackers and image data in order to achieve robust
vision-based tracking in the presence of visual disturbances.
We explicated shortcomings in the JPDAF and remedied
them with a more efficient and sophisticated method, the
JLF. Our extension of this method to collections of objects
of different modalities such as color, shape, and appear-
ance is original. Moreover, though others have used three-
dimensional state parameters to assist with occlusion rea-
soning, the JLF’s inference of the depth ordering of tracked
objects from image data is novel.

Finally, we augmented the JLF method to allow low-
level trackers to be composed via part and attribute con-
straints in order to specify more complex targets. This al-
gorithm, the CJLF, reduces the vulnerability of a vision-
based tracker to unmodeled distractions and occlusions by
effectively defining its target more distinctively. Although
geometric constraints are a well-established method for in-
creasing robustness, exploiting multiple modalities simul-
taneously to track a single object—especially three, as we
do—is fairly new, and the union of these two approaches is
clearly an advance.
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